Automated LSA Assessment of Summaries in Distance Education: Some Variables to Be Considered
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Abstract
A latent semantic analysis-based automated summary assessment is described; this automated system is applied to a real learning from text task in a Distance Education context. We comment on the use of automated content, plagiarism, text coherence measures, and word weights average and their impact on predicting human judges summary scoring. A first regression analysis showed the independence of interparagraph coherence with respect to superficial text variables, advising its inclusion in a general regression model, along with content, plagiarism measures. The final regression model explains a considerable degree of variability in human judgment of summaries. Finally, we discuss several methodological implications and further applications of the automated summary scoring technique developed in this study.
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Introduction

In the last decade, latent semantic analysis (LSA) has been massively studied in its facet of the assessment of essays in the educational context (Bellissens, Jeuniaux, Duran, & McNamara, 2010; Hu, Cai, Wiemer-Hastings, Graesser, & McNamara, 2007; Jorge-Botana, León, Olmos, & Escudero, 2010; Olmos, León, Jorge-Botana, & Escudero, 2009; Rehder et al., 1998). The main application has been to evaluate free response questions in traditional and small-scale educational environments (directly in a student classroom or in a laboratory context; see Haley, 2009). Recently, some studies have used LSA in larger environments, integrated in the Learning Management System (LMS) of an institution (Foltz, Lochbaum, & Rosenstein, 2011). For this reason, it is important to study the technique in its own ecological context. Although there is extensive experience in the use of automated assessment tasks using multiple choice questions, or similar formats, in Distance Education the possibility of automated assessment of free response questions has been much less explored. This is somewhat of a paradox, considering the above-mentioned volume of research on the use of LSA in educational tasks. An explanation may be that there are some constraints to be considered when using automated assessment of free response questions in Distance Education: Students do not share a physical space with lecturers while working. For this reason, it is not possible to directly supervise students while they fulfill the task, and this fact increases the chances of less productive behavior patterns, mainly in the form of copy-paste answer strategies.

In this sense, the detection of plagiarism becomes a crucial variable to be controlled and this increases systems demands. For instance, an ordinary procedure is the use of the shared n-grams between one essay and a reference text (Češka, 2010), that is, the proportion of bigrams or trigrams of words that is shared between two essays.

Evaluating With LSA

LSA is based on the concept of vector space models, an approach that uses linear algebra for allocating lexical units in an n-dimensional vector space. In general terms, LSA is a set of different processes by which a collection of texts (handbooks, reference texts, etc.), usually called corpus, is transformed into a semantic space. For educational purposes, it is more appropriate to use a corpus created from texts pertaining to the area of interest (for instance, Psychology if one is interested in assessing psychology student essays). This corpus is processed and then expressed into a matrix, which includes its terms and paragraphs (it is recommended to use paragraphs as text window; see Landauer, 2003; Rehder et al., 1998) in it. Then, a new step is applied in this matrix. A weight function, usually log-entropy, is carried on in order to prevent the great asymmetry in word frequency (Nakov, 2000; Nakov, Popova, & Mateev, 2001). In these calculations, a global entropy weight is assigned to each term.
A higher global weight tends to indicate a greater focalization. This index is also interesting because it gives some information about the terms. If a term lacks subject area focalization, its occurrence is not enough to predict the topic of our discourse. But what is most subtle about LSA and has made it famous is applying to this matrix a dimension reduction technique by means of singular value decomposition (SVD), which is a kind of eigenvectors and eigenvalues factorization, as for example, the Principal Component Analysis technique. This vector space is usually called semantic space. By means of this reduction, we can express each term or paragraph with only a few strong dimensions (dimensions which corresponding singular value are significantly big), and omit the others, avoiding what experts use to call ordinary language use noise (for details, see Deerwester, Dumais, Furnas, Landauer, & Harshman, 1990; Landauer, Foltz, & Laham, 1998). In this semantic space, some vector metrics as the cosine (or Euclidean distance) can be used to determine the semantic similarity of the terms and paragraphs (Landauer & Dumais, 1997). To represent new paragraphs, the simpler LSA method (see, e.g., Kintsch & Mangalath, 2011 for alternatives) rests on a single conceptually simple constraint, namely that the representation of any new meaningful passage must be composed as a function of the representation of the words it contains (Landauer, 2003, 2007). Thus, LSA models a passage as a simple linear equation composed with these term vectors. This technique is usually called folding-in method (see Martin & Berry, 2007 for details). This method is a very important piece in the automatic evaluation processes, as the student-constructed responses are usually projected in the semantic space by this way.

Student-constructed responses are those that require a student to produce a natural-language answer that may range from a couple of sentences to several paragraphs (Magliano & Graesser, 2012, p. 608). These responses (e.g., essays, summaries, short-answers, think-aloud protocols) provide a valuable opportunity to gauge student learning outcomes and comprehension strategies. Specifically, summarization has been extensively used both in educational practice to evaluate reading comprehension, as well as to activate reading strategies that promote deep comprehension. The summary task activates some processes that contribute to understanding a text: identify the significant text units, delete irrelevant details, select the main explicit ideas, and produce new ideas that activate the main ideas and integrate them with relevant prior knowledge and, finally, join them to produce a new short text, the summary (Brown & Day, 1983). It also illustrates individual differences in the extent to which readers enact them (Bereiter & Scardamalia, 1984; Graesser, Singer, & Trabasso, 1994; Kintsch, 1998). So summary elaboration as a cognitive task involves identifying main ideas pertaining to the situation to which the text refers.

Other relevant properties of summaries are the local and global coherence levels. In general, coherence is a function of the reader’s ability to use various
strategies, such as making causal connections, drawing inferences, and applying background knowledge to assemble and link disparate pieces of information to each other and to prior knowledge (Lorch & O’Brien, 1995). Consequently, a connected mental representation is generally seen as arising from the coherence relations that are part of the reader’s mental representation of the text (Mulder & Sanders, 2012; Sanders, Spooren, & Noordman, 1993). Coherence relations are defined as meaning relations (e.g., cause-consequence, claim-argument) between text segments (e.g., sentence-sentence, paragraph-paragraph). These semantic relations are often made explicit in the text by means of a linguistic marker (e.g., a connective); but, if this is not the case, the reader must infer the implicit coherence relations (Graesser, Millis, & Zwaan, 1997). Behavioral correlates have also been found. For instance, Wolfe, Magliano, and Larsen (2005) found a correlation between coherence measures and reading time. In addition, subjects with different amounts of knowledge benefit in different ways from different levels of coherence (e.g., McNamara, 1996). Therefore, coherence measures can be a central aspect in summary scoring. LSA has the capacity to model the quality of coherence and to quantify it by measuring the semantic similarity of one text section (e.g., sentence, paragraph) with respect to the next one. In fact, LSA is sensitive to proximal and distal semantic relationships. It has been applied to different types of discourse coherence examining both local coherence between sentences, and the global coherence of sentences to the essay as a whole (Foltz, Kintsch, & Landauer, 1998; Kintsch, Caccamise, Franzke, Johnson, & Dooley, 2007; McNamara, Cai, & Louwerse, 2007). In order to measure coherence by LSA means, individual text segments are represented as vectors in a semantic space and the cosine for the vector from each text section vector to the next one is computed. Generally, highly coherent discourse will have greater cosines, whereas less coherent discourse will have smaller cosines (Foltz, 2007). However, it may be noted that, as suggested by Foltz (2007), high levels of sentence-sentence coherence may receive low human scores.

Objectives

Our main purpose was to use and test a new LSA-based protocol to reliably evaluate written summaries produced by students in a Distance Education environment. The proposed protocol for computer-automated assessment was tested in the e-Learning Management System (e-LMS) of the National University of Distance Education of Spain (UNED). More precisely, the four central goals of this study were to:

1. Analyze whether the LSA-based protocol is sensitive enough to the quality of written summaries produced by students, as human graders are.
2. Examine how LSA can be applied to measuring different levels of discourse coherence (paragraph-paragraph; paragraph-sentence; sentence-sentence)
and to determine their efficiency in automatic evaluation of summaries to simulate human graders.

3. Provide an example of successful application of LSA in order to reliably evaluate real discourse tasks.

4. Estimate the use of a plagiarism measure as a component for the prediction of human judges’ performance in summary assessment.

In line with prior findings explained above, the protocol incorporated different types of measures: (a) semantic content measures; (b) coherence measures (paragraph-paragraph; paragraph-sentence; sentence-sentence); (c) n-gram measures of plagiarism; (d) global weight measures for summaries. We predicted that there would be significant positive correlations between essential information derived from the latent semantic space and human graders’ measures. Regression analysis would show that LSA predicts human scores, once the variables that better represent the human judgments of summary quality have been identified.

Method

Participants

The participants were 242 third-year undergraduate psychology students (24% males and 76% females) at the UNED. They volunteered in exchange for one hour’s credit in the Educational Psychology course. Student age ranges were less than or equal to 25 years old, 25%; from 26 to 35, 21%; from 36 to 45, 32%; and over 45, 22%. In order to obtain human evaluations with which to compare those of LSA, two Psychology postgraduate students and one PhD in Psychology took part as judges and were paid for their involvement.

Materials

The reading text (the academic text that participant had to read and then summarize) was a fragment about reading acquisition from an Educational Psychology textbook (Santrock, 2012). It was 60 paragraphs, 3,660 words, and 296 lines long. It must be stressed that summarizing a text of this length is a plausible learning task in this context for this type of student.

The LSA model required the use of a large corpus. The corpus used in this study contains academic material sampled from various texts: In the field of Educational Psychology, we include the entire manual of the course (Santrock, 2012). In order to enrich the corpus and with the motivation that it will cover a more generic topics, we also include the Diagnostic and Statistical Manual of Mental Disorders-IV (1994), and some psychological texts from International Statistical Classification of Diseases and Related Health...
Problems 10th Revision (CIE-10 in Spanish), and other expository texts in the field of Psychology. A semantic space with 300 dimensions, 16,317 words, and 11,566 paragraphs was used. To implement the evaluation protocol, a software called Gallito 2.0.12© (Jorge-Botana, Olmos, & Barroso, 2013) was used, which allowed us to compute a semantic space, evaluate the summaries, and measure the LSA and n-gram variables.

Procedure

The text to be read, that in this study is denominated as reading text, was available to each student as a Word text file via the online e-LMS in use at UNED (aLF). The task required students to read the text and summarize it (with no time limit in this part of the task). Next, students were asked to return to the e-LMS and post their summary. The instructions allowed students to use their spontaneous strategies to produce the response (e.g., a personal elaboration, a copy-paste strategy to summarize the original text, etc.). The size of the summary was not limited.

Human evaluations of summaries were collected from three judges. They were asked to take several features into account as evaluation criteria: the quality of the content (i.e., main ideas), use of adequate writing style, length, use of correct technical words, coherence, and personal elaboration of the summary produced (i.e., lack of very close paraphrases of the textual sentences that were just read). Each summary was graded independently by each of the three judges on a scale of 0 to 10. The judges carried out the evaluation independently and without knowing the writer’s identity. An average score was also obtained from the three graders’ scores for each summary.

Protocol for automated essay scoring. To implement and test the automated assessment protocol, we used a database comprising 242 summaries. The procedure to assess the proposed LSA-based and n-gram protocol incorporates several fundamental steps.

First, the protocol attempts to provide an assessment of plagiarism with n-gram measures. Second, LSA content semantic measures were obtained to assess the level of similarity to the source text. Students’ summaries reflect a broad range of responses that vary in their content similarity with an expert summary, usually called golden summary (Landauer et al., 1998). In addition, coherence and surface features (e.g., number of words per each predefined unit such as sentence, paragraph, or summary) for each answer were also scored and analyzed. A global weight measure for each content word was also obtained to assess a global weigh ratio for every summary. Finally, once reliable evaluations combining information derived from all measures were computed, a regression equation based on them aimed at predicting human judges’ scores for the summaries was applied and validated.
Plagiarism measures. For our purposes, it is interesting to evaluate how effectively the summary covers content from the text and whether the reader is appropriately sourcing where its ideas come from or whether he or she is plagiarizing the text. Of course, plagiarism is not an all/none process, but rather it is better construed as a continuum that ranges from extreme originality, or idiosyncrasy, to the literal transcription of the source text. So one of the challenges is to determine to what degree a text should be considered plagiarism from an academic point of view.

A useful approach is to use algorithms that consider sequences of n-grams and structured configurations of words (Cai et al., 2004). These algorithms can compute overlap of n-grams (bigrams for pair words, trigrams for word triplets, and so on) in their assessment of text overlap. In this study, plagiarism scores are based on the proportion of matches between trigrams in the reading text and the student’s summary in order to detect plagiarism; the use of trigrams is supported by previous research (Barón-Cedeño & Rosso, 2009). Trigrams were computed by using the Teraman.Net (Češka, 2010; Češka, Hanák, & Tesař, 2007), a library for n-gram extraction available for the .NET Framework, which was integrated with the main software used to calculate the measures.

Two kinds of measures were used to operationalize plagiarism: (a) Recall, that is, the proportion of original source text that it is present in each summary (overlap of trigrams); (b) Precision, that is, the proportion of summary that is present in the original source text (overlap of trigrams). These two measures—recall and precision—ranged from 0 to 1 and were combined in an index, $F$. These Recall and Precision scores were then transformed by calculating a new score for both variables: 1 minus Precision ($\rho_i$ in equation (1)) and 1 minus Recall ($\pi_i$ in equation (2)). They were combined in an index $F$ ($F_i$ in equation (3)), where Original is the original source text, Summary $i$ is a student’s summary. Consequently, the higher the new transformed score was, the more elaborated (i.e., more original) or the less plagiarizing was the summary.

\[
\rho_i = 1 - \frac{|\text{Original} \cap \text{Summary}_i|}{|\text{Original}|} \quad (1)
\]

\[
\pi_i = 1 - \frac{|\text{Original} \cap \text{Summary}_i|}{|\text{Summary}_i|} \quad (2)
\]

\[
F_i = \frac{2\pi_i \rho_i}{\pi_i + \rho_i} \quad (3)
\]

This kind of index is frequently used to measure the degree of success in Internet search-engines for information recovery. They are also used for tasks similar to the one used in this study, for instance, in the matching of
spontaneous speech recognition (Jorge-Botana, Olmos, & Barroso, in press; McCowan et al., 2004).

**LSA content measures.** LSA measures were obtained for the assessment of summaries. Once the space was created, as was outlined in the Introduction section, the semantic content of summaries was evaluated. For this purpose, we used a well-known method usually applied in Automated Essay Scoring with LSA: the *expert method* (see, e.g., Foltz, Laham, & Landauer, 1999; Kintsch et al., 2007; Landauer & Dumais, 1997, 2008; León, Olmos, Escudero, Cañas, & Salmerón, 2006; Olmos et al., 2009). This method consists in assessing student’s summaries by comparing them with a summary written by an expert, usually known as the golden summary. It is conceived as a method to capture the semantic similarity between each student’s summary and the golden summary (see Rehder et al., 1998). More precisely, LSA computes the similarity between the vector that represents each summary and the vector that represents the golden summary. Both summaries are projected on the semantic space by means of folding-in method. In this study, an expert (a PhD in Educational Psychology) read the reading text and wrote the golden summary. This golden summary was evaluated by two experts, who also hold PhD degrees in Educational Psychology, and they both agreed that it was an ideal summary that contained all the relevant information in the reading text and had a high degree of coherence.

It should be noted that the semantic similarity between the golden summary and the student’s summaries was scored as the *Euclidean distance* between the vectors associated. This distance measure was selected because it represents the semantic similarity and is also affected by the vector *length* component associated with each summary. The more semantically similar the student summary to the golden summary, the higher the LSA-Content score. Prior studies have evidenced the higher efficiency of the Euclidean distance measure compared with cosines between vectors in automated evaluation of summaries (see Jorge-Botana et al., 2010; Olmos et al., 2009).

**LSA coherence measures.** An LSA-based measure determines coherence using the derived semantic similarity of one text unit to the next. This is performed both between paragraphs and between sentences (Foltz, 2007). Following Foltz et al. (1998), taking the mean of the cosines of LSA vectors representing successive units in a text, it is possible represent coherence. In LSA, highly coherent discourse should be represented by greater cosines, whereas less coherent discourse should have smaller cosines.

First, paragraph-paragraph coherence was computed as the cosine between each paragraph and the next. Then, the average cosine between any two adjacent paragraphs for each summary was computed (equation (4)). Paragraphs were defined by carriage returns. Only paragraphs 10 or more words long were considered for data analysis, so titles and notes were excluded from analysis.
Second, sentence-sentence coherence for each paragraph was computed as the cosine between each sentence and the next, in order to provide a local measure of coherence within a paragraph (equation (5)). So sentence-sentence coherence was assessed as an intraparagraph measure and did not include cosines between sentences of different paragraphs; paragraphs with just one sentence were not considered for analysis either. The average sentence-sentence coherence for all paragraphs in the summary was calculated (equation (6)).

Third, sentence-paragraph coherence was computed for each sentence within a paragraph. This third coherence measure identifies the similarity between each sentence and the paragraph that contains it. Again, the sentence-to-paragraph coherence for each paragraph was computed (equation (7)) and an average coherence for all paragraphs in the summary (equation (8)). There are some caveats to be considered about this latter coherence measure because it could be too dependent on the number of sentences in the paragraph. To check the dependency of each coherence measure on the surface variables of the text, we computed the following data for each summary: number of paragraphs, number of words, mean of words per paragraph, mean of words per sentence, and mean of sentences per paragraph. We assume that, given the abstract nature of the construct of coherence, its optimal measure should be the one that proves to be most independent from surface variables in the text. To this end, we computed regression equations in which the dependent variable was each one of the coherence measures and the predictors were each of the surface variables. More on this later.

\[
C_{ohp} = \frac{\sum_{i=1}^{n-1} \cos(P_i, P_{i+1})}{n-1},
\]

(4)

where \(C_{ohp}\) is the paragraph-paragraph coherence, \(P_i\) and \(P_{i+1}\) are each paragraph and the next one in the summary, and \(n\) is the number of paragraphs.

\[
C_{bssj} = \frac{\sum_{i=1}^{n-1} \cos(S_i, S_{i+1})}{n-1},
\]

(5)

\[
C_{bss\text{total}} = \frac{\sum_{j=1}^{p} C_{bssj}}{p},
\]

(6)

where \(C_{bssj}\) is the sentence-sentence coherence for paragraph \(j\), \(S_i\) and \(S_{i+1}\) are each sentence and the next in the paragraph \(j\), \(n\) is the number of sentences in the paragraph \(j\); and \(C_{bss\text{total}}\) is the average sentence-sentence coherence for a summary, and \(p\) is the total number of paragraphs in the summary.

\[
C_{ohspj} = \frac{\sum_{i=1}^{n} \cos(S_i, P_{j})}{n},
\]

(7)
Cohsptotal = \frac{\sum_{j=1}^{p} Cohsp_j}{p} \tag{8}

where Cohsp_j is the sentence-paragraph coherence for paragraph j, S_i and P_j are each sentence i and the paragraph j that contains it, n is the number of sentences in paragraph j, and p is the total number of paragraphs in the summary.

**Global weight ratio.** As was explained above, LSA uses a transformation of the raw frequency of word-context co-occurrence (see, e.g., Landauer & Dumais, 1997) that is called log-entropy. Its goal is to decrease the influence of words that are extremely frequent and that do not carry much meaning. The measure used in this study to assess how informative the language used by students in their summaries was the *global weight ratio* for each word. The global weight gives more importance to words that convey more information within the corpus and is part of the common log-entropy formula (equation (9)). The global weight ratio for each summary (equation (10)) is a way to assess the informativeness and the synthesis competence expressed in each summary. In other words, the mean global weight is used to assess the use of an appropriate technical lexicon and the lack of trivial examples.

\[ g_i = 1 + \sum_j \left( \frac{p_{ij} \log(p_{ij})}{\log n} \right) \tag{9} \]

\[ p_{ij} = \frac{tf_{ij}}{gf_i} \]

where \( g_i \) is the global weight for the term \( i \), and \( tf_{ij} \) is the number of occurrences of term \( i \) in the corpus document \( j \), \( gf_i \) is the total number of times term \( i \) occurs in all corpus documents, and \( n \) is the number of documents in the corpus.

\[ g_{total} = \frac{\sum_{i=1}^{w} g_i}{w} \tag{10} \]

where \( g_{total} \) is the global weight for a summary, and \( W \) is the number of words in a summary.

**Results**

Data were analyzed in several stages. First, the correlations between the human judges’ scores were obtained. Likewise, the correlations between LSA and human scores for the summary task were calculated. Next, a regression equation was obtained for the coherence measures and surface text variables. Then, a
regression equation was obtained using a training sample. Finally, the model was validated using the rest of our sample of summaries.

**Correlations Between Human Judges' Scores**

For each student summary, three independent human judges rated its quality, and a mean quality rating across judges was computed for each summary. Before analyzing the validity of LSA-based measures, correlations among the three judges were analyzed. As expected, there was a clear pattern of positive correlations between judges (J1–J2: \( r = .47, p < .001 \); J1–J3: \( r = .49, p < .001 \); and J2–J3: \( r = .38, p < .001 \), two tailed in all cases). Prior studies (see, e.g., Graesser et al., 2007) found somewhat higher correlations between human raters. A plausible explanation for our lower interjudge correlations in this study has to do with the human judge’s lack of sensibility to plagiarism (more on this ahead). Besides, it should also be considered the kind of evaluation criteria used. Remember that human judges were asked to consider in their global score features such as the quality of the content, use of adequate writing style, length, technical words, coherence, and elaboration, but in order to provide ecological validity, we did not provide them with a rubric and specific grading criteria for these features.

As can be observed from Table 1, the use of different plagiarism thresholds shows a remarkable increase of interjudge correlations. Human judge’s low sensibility to plagiarism may again be a plausible explanation for these results. These threshold values were empirically determined from the plagiarism mean least \( \frac{i}{4} \) times Standard deviation (\( i = 0, 1, 2, 3, 4 \), respectively). In our opinion, these results suggest that the human judges were not equally sensitive to plagiarism detection.

**Correlations Between Human Judges’ Mean Scores and Automatic Measures**

Due to such interjudge medium agreement aimed in the last section, we took a first methodological decision: to calculate correlations between human scores

<table>
<thead>
<tr>
<th>Table 1. Reliability (Pearson Correlation) Between Judges for Different Threshold Plagiarism Values: Mean (.50) Least ( \frac{i}{4} ) Times ( \frac{1}{4} ) Standard Deviation (.27).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plagiarism threshold</td>
</tr>
<tr>
<td>Judges 1–2</td>
</tr>
<tr>
<td>Judges 1–3</td>
</tr>
<tr>
<td>Judges 2–3</td>
</tr>
</tbody>
</table>

**Note:** **Correlation is significant at the .01 level (two-tailed).**
Table 2. Reliability (Pearson Correlation) Between Human Judges’ Mean Quality Ratings (Human), LSA-Content, LSA-Coherence (Sentence-Sentence, Sen-Sen; Sentence-Paragraph, Sen-Par; Paragraph-Paragraph, Par-Par), Plagiarism, and Global Weight.

<table>
<thead>
<tr>
<th>Human ratings</th>
<th>LSA-Content</th>
<th>Sen-Sen</th>
<th>Sen-Par</th>
<th>Par-Par</th>
<th>Plagiarism</th>
<th>Global weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human ratings</td>
<td>1</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSA-Content</td>
<td>.59**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sen-sentence</td>
<td>-.22**</td>
<td>-.32**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sen-paragraph</td>
<td>-.25**</td>
<td>-.22**</td>
<td>.56**</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Par-paragraph</td>
<td>.09</td>
<td>-.10</td>
<td>.44**</td>
<td>.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plagiarism</td>
<td>-.24**</td>
<td>-.25**</td>
<td>.33**</td>
<td>.18*</td>
<td>.19**</td>
<td>1</td>
</tr>
<tr>
<td>Global weight</td>
<td>-.17*</td>
<td>-.05</td>
<td>.22**</td>
<td>.13</td>
<td>.19**</td>
<td>.07</td>
</tr>
</tbody>
</table>

Note. *Correlation is significant at the .05 level (two-tailed). **Correlation is significant at the .01 level (two-tailed).

and automatic measures, and also the regression equation to predict human scores, only with summaries that presented a sufficiently high interjudge agreement. For this purpose, we estimated a new variable which measures Inter-Judge dispersion: the standard deviation between the three scores of the judges. We called it JDispersion ($M = 1.50$; $SD = 0.620$). Our exclusion criterion was to consider outlier any summary which presented 1 $SD$ above the mean of the JDispersion distribution. Thus, from an initial sample of 242 summaries, we worked after outlier elimination on a final sample of 208 ($M = 1.329$; $SD = 0.456$).

With this new summary selection, we calculated the correlations between automatic scores and the mean of the judges’ quality ratings (Table 2). As predicted, LSA-Content reliably correlated with the human judges’ score (.59). Prior studies also evidenced that correlations between the LSA scores and the judges’ quality ratings were approximately $r = .50$ for expository texts (e.g., Graesser et al., 2000; Olde, Franceschetti, Karnavat, Graesser, & the Tutoring Research Group, 2002; Wiemer-Hastings, Wiemer-Hastings, & Graesser, 1999); although other studies have yielded higher correlations (Haley et al. 2009). It should be noted that the correlations between one pair of judges in our study were approximately .50 (see Table 1); LSA-Content agrees with the judges approximately as much as any two judges agree with each other.

The correlation between the mean of the judges’ quality ratings (Human) and sentence-paragraph (Sen-Par) was reliably negative, indicating that the higher intraparagraph coherence, the lower the human score. Also, the correlation between the human ratings and sentence-sentence (Sen-Sen) was negative.
It is assumed for some authors that LSA coherence measures seem to go contrary to human scores (Bestgen, Lories, & Thewissen, 2010), but in our case, we want to highlight that paragraph-paragraph coherence has no negative correlation with human ratings and seems to behave in a different way as the other coherence measures.

Also, the correlation between paragraph-paragraph and sentence-sentence shows that intraparagraph coherence (the sentence similarity inside a paragraph) perhaps has the effect of enhancing interparagraph coherence.

On other hand, it should be noted that the correlation between paragraph-paragraph coherence and the global weight ratio was also reliably positive, indicating that the higher the coherence between paragraphs, the higher the word weight in summaries. Correlations between coherence and plagiarism were reliably positive for the coherence measures.

The observed correlation between global weight ratio and coherence may result from student’s keeping to the point and not making an excessive use of examples, which perhaps contributes to a more coherent text. Some studies have also found similar effects of lexical diversity and interpreted it as an artifact because the mere repetition of words in sentences increases coherence as measured by LSA (Bestgen et al., 2010). In our study, global weight ratio does not imply the repetition of words, but the use of a high proportion of informative words, which means that this variable may not be an artifact but represent an adequate strategy for keeping the fluency of the text. However, global weight ratio seems to show a negative correlation with human scores, which makes it difficult to interpret. Perhaps human judges tend to give inferior scores to texts that appear too synthetic. Nevertheless, we offer both sets of data and leave it to further research a more precise interpretation of their meaning.

**Regression Analyses for Coherence**

In order to assess the capacity of the surface properties of the text measures to predict coherence measures (Table 3), we carried out three multiple regression analyses on the main variables: coherence sentence-sentence, coherence sentence-paragraph, and coherence paragraph-paragraph (Table 4). Considering
that this is an automatically assessed variable, present in the summaries with independence of the judges’ scores, we have used the full sample of summaries. The predictive variables were number of words and number of paragraphs per summary, mean number of words per sentence and per paragraph, and mean number of sentences per paragraph (Table 3).

The results indicate that only paragraph-paragraph coherence was independent from the surface variables in the summary, whereas sentence-sentence coherence and sentence-paragraph coherence were dependent on surface variables.

### Table 4. Results of the Regression Analyses for the Significant Variables.

#### Dependent variable: Sentence–sentence coherence

<table>
<thead>
<tr>
<th>Variables model</th>
<th>B</th>
<th>SE B</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of words</td>
<td>7.863E-5</td>
<td>.000</td>
<td>.251</td>
</tr>
<tr>
<td>Number of paragraphs</td>
<td>1.850E-5</td>
<td>.001</td>
<td>.002</td>
</tr>
<tr>
<td>Number of sentences per paragraph</td>
<td>.010</td>
<td>.011</td>
<td>.128</td>
</tr>
<tr>
<td>Number of words per paragraph</td>
<td>.000</td>
<td>.001</td>
<td>.059</td>
</tr>
<tr>
<td>Number of words per sentence</td>
<td>.007</td>
<td>.002</td>
<td>.276**</td>
</tr>
</tbody>
</table>

#### Dependent variable: Sentence–paragraph coherence

<table>
<thead>
<tr>
<th>Variables model</th>
<th>B</th>
<th>SE B</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of words</td>
<td>2.151E-5</td>
<td>.000</td>
<td>.140</td>
</tr>
<tr>
<td>Number of paragraphs</td>
<td>.001</td>
<td>.001</td>
<td>.295*</td>
</tr>
<tr>
<td>Number of sentences per paragraph</td>
<td>-.030</td>
<td>.005</td>
<td>-.777**</td>
</tr>
<tr>
<td>Number of words per paragraph</td>
<td>.001</td>
<td>.000</td>
<td>.353**</td>
</tr>
<tr>
<td>Number of words per sentence</td>
<td>.001</td>
<td>.001</td>
<td>.078</td>
</tr>
</tbody>
</table>

#### Dependent variable: Paragraph–paragraph coherence

<table>
<thead>
<tr>
<th>Variables model</th>
<th>B</th>
<th>SE B</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of words</td>
<td>3.504E-5</td>
<td>.000</td>
<td>.136</td>
</tr>
<tr>
<td>Number of paragraphs</td>
<td>-9.249E-5</td>
<td>.001</td>
<td>-.014</td>
</tr>
<tr>
<td>Number of sentences per paragraph</td>
<td>.002</td>
<td>.026</td>
<td>.017</td>
</tr>
<tr>
<td>Number of words per paragraph</td>
<td>.003</td>
<td>.002</td>
<td>.398</td>
</tr>
</tbody>
</table>

*p < .05. **p < .001.
Based on these findings, we introduced only the paragraph-paragraph coherence in the following regression model.

### Regression Model Training

A regression analysis (least squares) was performed to evaluate the capacity of LSA-based measures to predict judges’ scores. Because our target is predicting human scores, we used the more reliable sample of summaries with no outliers ($n = 208$, remember that we considered outlier any summary that presented 1 SD above the mean of the JDispersion distribution). From this sample, a random training sample (80%) was used to find a regression equation that was later applied to predict judges’ scores and validate the proposed model with the 20% rest of summaries (the validation sample).

LSA-Content (LSA-Con) (i.e., semantic similarity), paragraph–paragraph LSA-Coherence (Par-Par), and plagiarism (P), while the average human judges’ score was the dependent variable. Global weight ratio (global weight) can be considered in our study an exploratory variable, which implies a more recent and more theoretically debatable construct. Besides, perhaps because of this and as shown by its correlation matrix with the rest of our variables, the interpretation of its empirical relationships is not yet too clear. Thus, after having tested a first model, which included this variable, and proved a poorer predictive value, we did not include global weight ratio (global weight) in our second regression model, which is the one we present below. Table 5 shows the results of the regression analyses for the significant variables.

### Regression Model Validation

To predict the average human judges’ scores, the remaining sample of summaries was used to validate the model (validation sample, 20%). The automated scores of LSA-Content (LSA-Con), LSA-Coherence paragraph-paragraph

---

**Table 5. Results of the Regression Analyses for the Significant Variables.**

<table>
<thead>
<tr>
<th>Dependent variable: Human judges’ score</th>
<th>Significant model $F(3, 164; 32.013; p &lt; .0001$; explained variance 35.8% (Adjusted $R^2 = .358$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables model</td>
<td>$B$</td>
</tr>
<tr>
<td>(Constant)</td>
<td>7.449</td>
</tr>
<tr>
<td>LSA-Content</td>
<td>.743</td>
</tr>
<tr>
<td>Par-paragraph coherence</td>
<td>3.288</td>
</tr>
<tr>
<td>Plagiarism</td>
<td>-.594</td>
</tr>
</tbody>
</table>

*p < .05. **p < .001.

---
(Par-Par), and plagiarism (P) were obtained for each summary. Next, the above proposed regression model was applied to predict human scores. The correlation between the human judges’ ratings and the scores predicted by the model was reliable ($r = .72$, $p < .001$); 52% of the variance in human scores was predicted by the model. It is clear that when the judges give the summary a low score, our regression model does the same; our model also follows suit when the judges give a high grade. It seems that there were no summaries whose predicted score grade differed markedly from the human grade. It should be remarked that the predictive power of LSA-Content alone for this sample was $r = .67$ ($p < .001$), so the regression model (LSA-Content together with LSA-Coherence paragraph-paragraph, and plagiarism) enriched the assessment.

Discussion

Evaluation of student writing often involves assessing both how well a topic is covered by a student and how coherently the student has linked the ideas within the summary. This study presents a potential protocol that could be used to automatically assess written summaries of expository texts produced by students in a Distance Education environment. In this regard, we would like to make several main points.

First, we analyzed whether the proposed protocol is sufficiently sensitive to the quality of written student responses, as human graders are. The results indicate that our protocol can be successfully used to evaluate summaries and identify a quality threshold value that is good enough to classify student responses as either being of low or medium-high quality. Moreover, the LSA-based protocol can be used to simulate the summary quality ratings of human judges. The results indicate that LSA measures such as semantic similarity (distance between the golden summary and the student summary) and paragraph-paragraph coherence, as well as plagiarism $F$ index, predicted human judges’ scores when submitted to regression analyses. Our final regression analysis included the following variables: LSA-Content, LSA Paragraph-Paragraph coherence, and plagiarism. The results showed that these three measures explain a sizeable part of the total variance (52%) of human judges scoring. Therefore, the proposed model takes us a step closer to a system based on these variables that automatically evaluates summaries, offering us a close resemblance to human judges’ performance.

As expected, the correlation between LSA content measures and human judges’ scores was moderate but significant, indicating that the lower the distance between the golden summary and the student response, the higher the score given by human judges. It may be noted that LSA does not measure plagiarism per se, so LSA would find that a partially plagiarized summary approximately includes the original text main content. This is the reason why we think it is so important to fit a regression equation to include more variables,
specifically a plagiarism index, and not just the proximity between LSA and the golden summary. Moreover, it is also advisable to establish a plagiarism filter on to select which summaries will be regarded as adequate for analysis, as LSA would be overrating a summary that the human judges regarded as too literal. With respect to the moderate correlation between the human judges’ scores, it may be that humans are not particularly sensitive to plagiarism, or not especially apt for its efficient detection. Along this line of thought, previous studies have reported human biases when asked to assess a product, an activity, or a text as novel (Defeldre, 2002). These studies apply the concept of criptomnesia to the process of regarding a text as novel when in fact it is not. This process has also been described as involuntary or unconscious plagiarism. Our results show that when the plagiarism threshold is suitably raised to identify summaries that should be excluded from analysis, interjudge correlation rises dramatically.

Second, a valuable contribution of this study is that LSA measures of coherence are incorporated into the regression model to predict human scores. We aimed to examine how LSA can be applied to measuring different levels of discourse coherence (paragraph-paragraph; paragraph-sentence; sentence-sentence) and to determine their efficiency in automatic evaluation of summaries to simulate human graders. As it was shown, LSA can be applied to the measurement of various levels of discourse coherence, and our findings established that paragraph-paragraph coherence is a particularly efficient variable in automatic evaluation of summaries to simulate human graders. It is relatively independent from surface measures and explains some variance in the regression function.

However, when we consider a different unit of analysis such as sentence-sentence coherence, the results indicate that the lower sentence-sentence coherence is, the higher the score assigned by human judges, a result that is congruent with the findings of other studies displaying the same results using sentence-sentence coherence (Bestgen et al., 2010). In fact, Foltz (2007) has warned that sentence-sentence coherence sometimes does not seem to match the scores assigned by human judges. However, contrary to the interpretation given in Bestgen et al. (2010), we take this result to entail that human judges do not consider local levels of coherence, but rather have a more global and semantic concept of the transitions in the text.

Another aspect that was suggested by paragraph-paragraph coherence is that we assumed that the best measure of coherence would be the one least dependent on the surface properties of the text. This is more obvious if we regard coherence as an emergent property of the text that transcends surface traits. To establish this, we estimated three regression equations, using each of the three measures of coherence as a dependent variable, and each of the surface properties of the text as a predictive variable. Our results confirm that paragraph-paragraph coherence is independent from surface variables, making it more reliable and allowing flexible use with different types of texts and styles. In summary, paragraph-paragraph
coherence makes more theoretical sense, is backed by studies that positively relate it to human judges’ scores, and seems independent from the surface variables of the text. For all these reasons, it was a good candidate to be included in the regression model. Furthermore, it showed a positive correlation with Global Weight Ratio, suggesting that the more relevant information appear in the paragraph, the higher paragraph-paragraph coherence is. In fact, this very same Global Weight Ratios has been used to optimize measures of coherence (McNamara, Boonthum, Levinstein, & Millis 2007).

Third, the results give support to the assumption that LSA-based measures allow educationally relevant student summaries assessment. For the purpose of our research, we differentiated between two types of systems that fulfill different functions in reading assessment, depending on whether responses reflect meaning making (e.g., self-explanations) or products of comprehension (e.g., summaries). The main goal of systems developed to assess meaning making is to focus on students’ active generation of information; by contrast, the purpose of systems developed to provide insights into the quality and nature of students’ comprehension levels is to achieve reliable or valid information. Our research focuses on the latter type; specifically, on the grading of expository text summaries as a result of a reading comprehension task. Although developing automated scoring for this kind of student responses is a challenge, prior studies evidenced that some automated systems are as reliable as human raters (e.g., Jorge-Botana et al. 2010; Landauer, 2002; Landauer et al., 2003; Shermis, Burstein, Higgins, & Zechner, 2010).

To provide an example of successful application of LSA in order to reliably evaluate real discourse tasks, we propose a set of measures that are easily and automatically calculated and can be interpreted as revealing deep comprehension. Thus, a summarization task together with its LSA-based analysis could provide an alternative to standard measures such as multiple-choice tests for assessing some aspects of reading comprehension. LSA can grade the protocols (summaries) level of understanding by comparing with an expert summary representing a deep level of understanding. Using LSA to grade student responses in relation to the main ideas of the text and its structured expression in the summary is advantageous because summaries assessment is time consuming for human judges in educational environments with a high number of students.

However, we must say that LSA implies some limitations for tasks intended to assess reasoning processes or summaries which call for elaborative inferences as a relevant aspect (Kurby et al, 2003; Millis et al., 2004; Wolfe & Goldman, 2003). Nevertheless, LSA can be useful as part of a learning object or as part of a training and assessment process, given that the student’s activity is explicitly oriented and referred to a well-defined content. For instance, LSA can be applied to situations in which we do not intend a comprehensive and formal grading but a formative evaluation on some relevant competence such as summarizing a text. This could allow for a much more frequent use of writing tasks
not only as an assessment tool but also as a learning activity, especially in contexts such as distance education, in which the student/teacher ratio usually precludes frequent essay writing. In fact, some authors have stressed that a text can be considered as understood only if the student is able to adequately summarize it (Palincsar & Brown, 1984). A good example of this philosophy of writing is Summary Street (Wade-Stein & Kintsch, 2004) or MyWritingLab (www.mywritinglab.com/learn-about/what-is.html). In both cases, the student is prompted to summarize a certain topic, but summaries are not marked by a human judge; it is the automated assessment of the texts that offers a feedback on the content and its structure. These tools have also shown a powerful motivational effect, producing high levels of student participation and satisfaction (Graesser, Penumatsa, Ventura, Cai, & Hu, 2007; Kintsch et al., 2007).

Finally, another valuable contribution of this study is that it provides an example of successful application of LSA in the evaluation of real tasks in a distance learning environment. A potential practical implication is the availability of automatic tools that reliably evaluate, helping to detect weak and strong points in summaries, offering new activity opportunities for teachers and students while, at the same time, providing students with individual feedback and tutoring. This view has been gaining acceptance in recent years (see, e.g., Foltz et al., 1999; Jorge-Botana et al., 2010; Kakkonen & Sutinen, 2011; Landauer, 2003; McNamara, Levinstein, & Boonthum, 2004; Monjurul & Latiful, 2012; Srihari et al., 2008).

In sum, our results confirm the successful application of LSA in the evaluation of real tasks in a distance learning environment, as well as the capacity of LSA-based measures in predicting human scores of written summaries produced by students. It also underscores the role of coherence in general, and paragraph-paragraph coherence in particular in the development of an automated protocol to assess free response questions. Likewise, our results highlight the importance of analyzing more variables, specifically a plagiarism index, and not just the proximity between LSA and the golden essay. However, in order to draw some more precise conclusions that allow for various improvements in computational techniques applied to education and cognitive sciences, wider experimental work with students across a diversity of tasks is clearly necessary. Finally, our focus on LSA-automated assessment reveals our fundamental interest in how computers actively assist the human cognitive resources while participating in learning activities.
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Notes

1. Other procedures use more than one golden summary, so that eventually the mean of all similarities is computed for each of the summaries produced by the participants. The comparison between the participant’s summary and the golden summaries makes it possible to assess the quality of the participant’s answer and which relevant content is absent from it (see León et al., 2006).

2. This measure was also used to identify the most representative sentence within a paragraph (Kintsch, 2002).
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